Cloud computing-based forensic analysis for collaborative network security management system
Abstract:

Internet security problems remain a major challenge with many security concerns such as Internet worms, spam, and phishing attacks. Botnets, well-organized distributed network attacks, consist of a large number of bots that generate huge volumes of spam or launch Distributed Denial of Service (DDoS) attacks on victim hosts. New emerging botnet attacks degrade the status of Internet security further. To address these problems, a practical collaborative network security management system is proposed with an effective collaborative Unified Threat Management (UTM) and traffic probers. A distributed security overlay network with a centralized security center leverages a peer-to-peer communication protocol used in the UTMs collaborative module and connects them virtually to exchange network events and security rules. Security functions for the UTM are retrofitted to share security rules. In this paper, we propose a design and implementation of a cloud-based security center for network security forensic analysis. We propose using cloud storage to keep collected traffic data and then processing it with cloud computing platforms to find the malicious attacks. As a practical example, phishing attack forensic analysis is presented and the required computing and storage resources are evaluated based on real trace data. The cloud-based security center can instruct each collaborative UTM and prober to collect events and raw traffic, send them back for deep analysis, and generate new security rules. These new security rules are enforced by collaborative UTM and the feedback events of such rules are returned to the security center. By this type of close-loop control, the collaborative network security management system can identify and address new distributed attacks more quickly and effectively.

Existing System:

We constructed an IaaS cloud platform and used existing cloud platforms such as Amazon EC2 and S3for comparison. All phishing filtering operations were based on cloud computing platforms and run in parallel with a divide and conquer scheme. An IaaS cloud platform was constructed with Eucalyptus and existing cloud platforms such as Amazon EC2 and S3 were used for comparison purposes. Phishing attack forensic analysis as a practical case was presented and the required computing and storage resource were evaluated by using real trace data.
Proposed System:

DDoS attacks are likely to be launched by a large volume of bots a botnet controlled by a bot-master. The bots are commanded to create zombie machines and enlarge the botnet as well as to disseminate spam or to launch DDoS attacks on victim hosts. To countermeasure botnets, a secure overlay is proposed. To prevent distributed attacks, collaboration is required. Collaborative intrusion detection system. A practical solution to collect data trace and analyze these to use cloud storage to keep huge volume of traffic data and process it with a cloud computing platform to find the malicious attacks.A CNSMS that has a big data output, a practical example of phishing attack forensic analysis is presented and the required computing and storage resources are investigated.
Module Description 

1) Cloud Computing 

2) Traffic prober

3) Collaborative UTM

4) Forensic analysis of phishing attack

Cloud Computing

To evaluate a cloud-based solution in the security center for traffic data forensic analysis. We propose a practical solution to collect data trace and analyze these data in parallel in a cloud computing platform. We propose to use cloud storage to keep huge volume of traffic data and process it with a cloud computing platform to find the malicious attacks. As we already operate a CNSMS that has a big data output, a practical example of phishing attack forensic analysis is presented and the required computing and storage resources are investigated. We have concluded that this phishing filters functions can be effectively scaled to analyze a large volume of trace data for phishing attack detection using cloud computing. The results also show that this solution is economical for large scale forensic  analysis for other attacks in traffic data.

Traffic prober

A traffic probe is the building block for recording the  raw Internet traffic at connection level.  . The traffic probe can be designed to focus on specific traffic occasioned by certain security events when needed. The key strategy for efficiently recording the contents of a high volume network traffic stream comes from exploiting the heavy-tailed nature of network traffic; most network connections are quite short, with a small number of large connections (the heavy tail) accounting for the bulk of the total volume. Thus, by recording only the first N bytes of each connection. We can record most connections in their entirety, while still greatly reducing the volume of data we must retain.

Forensic analysis of phishing attack

Phishing is an intriguing practical problem due to the sensitive nature of stolen information (e.g., bank user account names and passwords) and is responsible for an estimated of billions of dollars loss annually. Not only Collaborative UTM

Collaborative UTM and Probers act as sensors and report the security events and traffic data to the  security center, which aggregates all the events and investigates the collected traffic data A NetSecu node consists of the following features:(1) Incrementally deployable security elements,(2) Can dynamically enable/disable/upgrade security functions, (3) Policy-instructed collaboration over the Internet. NetSecu node contains Traffic Prober, Traffic, Controller, Collaborator Element, and Reporting Element to fulfill the above design goals. A collaborator can start or stop a security element at runtime and can respond to security events by, for example, limiting the DDoS traffic on demand

users but the backing financial institutions such as e-banks and e-pay systems are impacted by phishing attacks.
Hardware Requirements:

· System

: Pentium IV 2.4 GHz.

· Hard Disk

: 40 GB.

· Floppy Drive
: 1.44 Mb.

· Monitor

: 15 VGA Colour.

· Mouse

: Logitech.

· RAM


: 256 Mb.
Software Requirements:

Operating System  
 :
Windows XP 

Technology 

 :
Java Server Page (JSP)

Database

 :
MySQL 5.0

Scripting Language   :
JavaScript
Coding Language      :
Java 

Front End Tool
:
Net Beans 8.0
Web Server 

:
Glassfish 4.0
